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Автор [Роман Котюбеев](https://python-school.ru/author/favorshlitex/)

Обработка естественного языка или [NLP](https://python-school.ru/wiki/nlp/) (Natural Language Processing) занимается применением алгоритмов Machine Learning для текстовых данных. Как правило, модели машинного обучения работают с числами. В этой статье поговорим о 4-х наиболее применяемых методах для перевода текстов в числовые тензоры.

Основные термины NLP: корпус, документ, токен, словарь

Сначала текст разбивается на текстовые единицы (**токены**), например, символы, слова, словосочетания, предложения, абзацы и т.д. Чаще всего разбивают на слова. Токены образуют **словарь**, который может быть отсортирован по алфавиту.  
Также в [NLP](https://python-school.ru/wiki/nlp/) применяются термины «**документ**» и «**корпус**». Документ – это совокупность токенов, которые принадлежат одной смысловой единице. В качестве документа может выступать предложение, комментарий или пост пользователя. Корпус – это генеральная совокупность всех документов.  
Рассмотрим пример. Допустим имеется два предложения: “Пес сел на пень”, “Кот сел на ель”. Выберем в качестве токенов слова, тогда получится следующий словарь:

{Пес, Кот, ель, на, сел, пень} # Словарь

и два документа, которые составляют корпус:

[Пес, сел, на, пень] # Первый документ

[Кот, сел, на, ель] # Второй документ

[[Пес, сел, на, пень], [Кот, сел, на, ель]] # Корпус

В последующих методах кодирования слов мы также будем использовать два этих предложения в качестве примера.

1. Прямое кодирование

Прямое кодирование (one-hot encoding) считается самым простым способом преобразования токенов в тензоры и выполняется следующим образом:

1. каждый токен представляет бинарный вектор (значения 0 или 1);
2. единица ставится тому элементу, который соответствует номеру токена в словаре.

С нашими предложениями это выглядит так:

{Пес, Кот, ель, на, сел, пень} # Словарь

# Первый документ

[[1, 0, 0, 0, 0, 0]  # Пес

[0, 0, 0, 0, 0, 0]  # Кот (нет в предложении)

[0, 0, 0, 0, 0, 0]  # ель (нет в предложении)

[0, 0, 0, 1, 0, 0]  # на

[0, 0, 0, 0, 1, 0]  # сел

[0, 0, 0, 0, 0, 1]] # пень

# Второй документ

[[0, 0, 0, 0, 0, 0]  # Пес (нет в предложении)

[0, 1, 0, 0, 0, 0]  # Кот

[0, 0, 1, 0, 0, 0]  # ель

[0, 0, 0, 1, 0, 0]  # на

[0, 0, 0, 0, 1, 0]  # сел

[0, 0, 0, 0, 0, 0]] # пень (нет в предложении)

Проблемой прямого кодирования является размерность. Каждое предложение состоит всего из 4 слов, но в итоге получилась большая матрица для каждого документа. Количество строк регулируется словарем, поэтому чем больше слов в словаре, тем больше будет матрица.

2. Bag of words

В отличие от прямого кодирования, мешок слов ([Bag of words](https://python-school.ru/wiki/bag-of-words/" \t "_blank)) выделяет вектору весь документ, и каждый элемент кодируется 1 по порядку следования слов в словаре:

{Пес, Кот, ель, на, сел, пень} # Словарь

# Корпус:

[[1, 0, 0, 1, 1, 1]  # Первый документ

[0, 1, 1, 1, 1, 0]] # Второй документ

[Bag of words](https://python-school.ru/wiki/bag-of-words/) решает проблему размерности по одной оси. Количество строк определяется количеством документов. Однако, этот метод не учитывает важность того или иного токена, ведь одно слово может повторятся по несколько раз. В этом случае пригодится альтернативный способ, рассмотренный далее.

3. TF-IDF

[TF-IDF](https://python-school.ru/wiki/tf-idf/) состоит из двух компонентов: Term Frequency (частотность слова в документе) и Inverse Document Frequency (инверсия частоты документа). Они считаются следующим образом:

![\[ TF_{token_i}=\frac{n_i}{N_i}, \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAHMAAAAjCAQAAAANxP2aAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgsUIhNWoU28AAADfUlEQVRYw92Z0XWbShCGv8lxAXvsDnAHRCWsOiC6FXjdgXxSQQ7uAHUQQwfQQSJ1IEoIdDD3AVgRa5XEyI6CZ15gmRX7M/PvzoxEmaeIw9DyhKPlEw+6+6W5zlKJSIhocIqCo/RP4sP1QT9c2isTJdYCyw/dAGBovdt2fDo2nylMLYAlRX+75NvoWRuaMFulwSoKBiXqx9ZkmIDtpRd7Bju1A4Rjq5AoOIWS+P1wEyx1H54fqYAIdCOGRWjPnS/MW7L+KgNx+gjAik3IWBRxPLDjBy0JUAARljstACTmnhXwRAsYFkR81PrSKMMiW+6wPeSxKJSewEraX6UdvT3Zs9HdNkTyf0NJceOVD3olhrzzjcRA2aPf891/oQjjxwGq4Jb9T4g+hMc/sNIhmi1o5SccoFigGs3ZXxrMFPzjYCyDgZCzH06lSwflVL0aIY4Ju9zyBCDJW39yyYgCw7luXvxTz8TDlOehOYxHGK4lxbAKZYs/2eYYXU5fjN6/1gc7CZMlBIsZC9xpC7IfmCsZpRYB22/cvNVCDyJ/WDuqjG9+x8zSMzMaHTDmhK19XU69PjdPMXPRMRP8sfMfsJJKaxAHGG76jdzqUiIS0EeQNS1Q8x3HLRkLDHUwCgY/5ZjAcBk47l8qvR8sGkp5idHnHsINyQJpt/eSYxUsW2IsEaVC1j9LcQoNiULEdtizQ297CyWmJOoWkrJHyUnHL8eQsu3HR0FKRtIFMY0P1kQhZd9V831x5HCsiRRMF/gk5H87XLE0uCkT974AKj1XI4UtlnUHhGTMdJLO/+T9B3LnwyUmo0EHB2Apabq4OrKdBLNRSIiwPaR1lwnTDH7DHToyWIWs79k0XbhihuA9E2qGz8K76AtaGZKrCXR+koRWa2pZigNafQSJqEBbqWRNobWUsqbmmgq47rexShyF1mJDJ/RLRSJKrnF+61zwNWi40s1fZor3Qnz+0YPDEKMdEU6noiSX6h7ssZxfsd5qqzt2fP61mRYwJWjPllc4Bw/yhVxi3cmoiRl65UyV2AdrQ95tiv7JUT538eVOhrn2R0mKYsbMPE5F59vyuvGF/xfAjYuG4+7GfGGOQRV8HnoaspZMzLHRLBU7MLNnY993P9WQvviCJ0A0ZDSH/FlRRv+ImSHTHuuf1qizEXHcHvf33gE3n8k9X2X9/mFWLDhq9vwPTWjzFMD1Wr4AAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDI0LTA2LTExVDIwOjM0OjE5KzA5OjAwsXKsIgAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyNC0wNi0xMVQyMDozNDoxOSswOTowMMAvFJ4AAAAASUVORK5CYII=)

![\[ IDF_{token}=\log{\frac{p}{P}}, \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAI0AAAAgCAQAAACF1TMeAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgsUIhW/wuiJAAAD0UlEQVRo3uWZ4XWrOBCFv9nzCtBuOlA6UFKC3AGbVLBKB04NpAN2OwjugHSwz+nA7uAtdDD7AwECHOfFx4nPLsMPgzSAdHXnjhiLslSTDEvDCx7DlT7OHHShB4YMi5IpCtv2Nz1+ufTaXcw8Lzj2ugFgz2rqsFhodKMNK17ipaOZeiwWGgBuqQDEYNuz1GS5Mgyi/KoNSOBBb6a93y49vMuZ+PhreOT3ef+CoWHFhjuBa1a6n3dHaMTxwB3wTNVqtlgeCTQ802D4DcPD8IDEvwEMt1huDr3gM00cOb4NihPMUeqfR/qTTF9TTHJ/Td6fOxSnb/qzxVxkd6Knvnc6nwP98aTf/oxafHJdsNU3/QcQvxicE6HBocc9huTtoc/yfYumLVvcuHfkv/vaYPqYiZlce/4CyY/dM8jwitdJzK54nb3C9nqyYt/6y1qf4GjUfs30A4aGa6puQaVgxxWw41p+6NPgqy/cvPe8ARrPdHLTlmvgn6T3GUCyT5pogT3Q/KZwSg7tJ6JUYnQDUtDoE8iWnT5OefMTloisH8WinbVs2Y16S3IK6rHXgaguqT5ba7CD5uCpFYWaEDXypPd3rJnqyqxFLI6HtJc/tAHZJfSNiX9if3P1OcyajLaJ53uMOH1lj+lbUn4d+QBQmbOmSrNPXOtRyyQ/VR2DsH1bfThXUL3HqzOwJgz5BoviFDw7LO7UbUXHmtvjSiOeu5Fw3bZKA60si+MeuJMX3YMESMpDXldiyUCfQNY0wJ7vBK4puMX0pYF0bct+zVOrUjFN7DuIibxxoK+A4wZPo+8K7lsU+gmlIVClyM/9FUK3ASRnHXnnFTxbHB5LpVDEvpygUJMp2CljP8AZg7a8peh2VlS9xrgTn+qosGDJ2aKU7aAVTN+Sk1NQtq860JvCVcR6mW1FUKEiU8jZdfdjUAKBNVbBtEFJRnnyFEq0C1gCOWuKbtFw0a2m+hhIeGrC+WJ+1wJF6PIBNVZhi2fdTp4szRVkLc8o58XHM4zHtIBgsIS5DmIpUGoKcgoqykE14zzONpRaIcPiIwzrluDUHT8IuB42r1BE4tdKx9gzQhPST5fDqWD0jZh3bI/AZucbSkEWiZ0TCHHaNgJVxCBasyYjYBXKyLOyvT4zNG5gKOaQmk30NBtdBf0/V/nEcc8OMFxRzAsmEiiGfYwUhKG8IZluzh7j/50j3blh0Gnt4OIDvCA0UWkwZGznarfYAqhYDEbWQMP+0LZwsdDggcdjpdPl/g/V15vesuVC4yc1zZktFBqxmPn/lWNbIDRiJKcE7iUc8/sXx/GzWzmX8OAAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDI0LTA2LTExVDIwOjM0OjIxKzA5OjAwDBLlpgAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyNC0wNi0xMVQyMDozNDoyMSswOTowMH1PXRoAAAAASUVORK5CYII=)

где ![n_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAALCAQAAADc68WyAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgMHLhcmrfNvAAAAnklEQVQY03XPUVHDUBSE4S9VEA1XQkBCJBQLV0LQEByABMBBaqGVgAQSB8vDTQc6U3bfzuzOv6eLrupt3lWbJ8+5uFFxVKxqhGqJvz4Y8mn0nTfQ267NbugWRPgwt7zF9NvWZw+sxnYQ5RYhFNHvC87hGGHyqo8DRl9p5AcnFLqaF0VBmK9cg7l9E3rrjrhvtQ3/P3A2mNqG+zp5dOEHWvpwqe3Q9NUAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDI0LTA2LTAzVDA3OjQ2OjIzKzA5OjAwKlgd5AAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyNC0wNi0wM1QwNzo0NjoyMyswOTowMFsFpVgAAAAASUVORK5CYII=) — сколько раз встречается токен в ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAQAAADrXgSlAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgMJIBeysPPrAAAAVUlEQVQI103MQQ3DMADF0NcgCIZCCIaMQTCEUylsmIYhY/B7ibT6ZsmyiDB8w5ZmxBF/iiehGz4RVDMsLRiqJrFvrp1FWPoW3QpdLXh5o+UnnC5TjRuZZipPdZegEQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjQtMDYtMDNUMDk6MzI6MjMrMDk6MDDwbqStAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDI0LTA2LTAzVDA5OjMyOjIzKzA5OjAwgTMcEQAAAABJRU5ErkJggg==)-ом документе,  
![N_i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABMAAAAPCAQAAACsTTynAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgsUIhtYesWOAAAAx0lEQVQoz4WRUQ3CMBRFT1HQBAfDQYOESZiGSlgyBQQJ1TAcDAvMARpaB5ePdV0ZS3jvp7e9yT2vDyEEjkBE2KxbJiIjbdYqTUDci7LbubLR0DESi25xRzaPxSG6rHtVSSfWuihpZmbgoE47fcMZB8aSvu7LpGtYZBR0NOVlKmz05SvuCFuTYTe2s1KJBc+5yku/bCjxYOC9KNObYGxmo13JMo0WMrxgwgmwBCJvfGWcql3E3bKOGr+s7J/thaPX7wi7enJlhg+/p68WiQknewAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjQtMDYtMTFUMjA6MzQ6MjcrMDk6MDBvwtCcAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDI0LTA2LTExVDIwOjM0OjI3KzA5OjAwHp9oIAAAAABJRU5ErkJggg==) — общее количество токенов в ![i](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAYAAAAMCAQAAADrXgSlAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgMJIBeysPPrAAAAVUlEQVQI103MQQ3DMADF0NcgCIZCCIaMQTCEUylsmIYhY/B7ibT6ZsmyiDB8w5ZmxBF/iiehGz4RVDMsLRiqJrFvrp1FWPoW3QpdLXh5o+UnnC5TjRuZZipPdZegEQAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjQtMDYtMDNUMDk6MzI6MjMrMDk6MDDwbqStAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDI0LTA2LTAzVDA5OjMyOjIzKzA5OjAwgTMcEQAAAABJRU5ErkJggg==)-ом документе,  
![p](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAMCAQAAADxYuQrAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgMHARZDtvuUAAAAf0lEQVQI113MQQ3CUBAE0NcGAU1wUBx8Db8OGiRgAQ14qQNqoRKohjoYDqWBsJvM4WVnm6AZ9TazqnPOXeiMejFGWIwtqlmxZgKroSVTNoPZPsUmjlL2V1EPjC7CzRI71R11XkqcwGBybbgYsvpcPt3iu0eUP1Tkl4JqEY9ffAPTg1M/zBZSvAAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjQtMDYtMDNUMDc6MDE6MjIrMDk6MDDeKn6rAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDI0LTA2LTAzVDA3OjAxOjIyKzA5OjAwr3fGFwAAAABJRU5ErkJggg==) — количество документов, в которых встречается токен,  
![P](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAMCAQAAAD4iURRAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgMGOxcQ2n9MAAAAiUlEQVQY02WPQRXCMBBEf3gIWA2xgAVwgIZIaDVEQi1QCUjgxUIsNA6GS5qEMHPZOcz+XScAnGclUHhRMDyFVRk1cxDbHDnEhSrnMd5n4oO5e+8FNGzZENbjTmqzIaL4I2I8SSxCXAeiuQUoZN0quRMx8evz2gdZhVmNuM292px+HGREEmInzM0vceRnLy6RBKIAAAAidEVYdGNvbW1lbnQAUmVuZGVyZWQgYnkgUXVpY2tMYVRlWC5jb20gSdC2AAAAJXRFWHRkYXRlOmNyZWF0ZQAyMDI0LTA2LTAzVDA2OjU5OjIzKzA5OjAwx0tALAAAACV0RVh0ZGF0ZTptb2RpZnkAMjAyNC0wNi0wM1QwNjo1OToyMyswOTowMLYW+JAAAAAASUVORK5CYII=) — общее количеств документов.  
В конечном счете, [TF-IDF](https://python-school.ru/wiki/tf-idf/) – это произведение TF на IDF:

![\[ TF\textrm{-}IDF = TF\times IDF \]](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALUAAAAMCAQAAACOnzSfAAAABGdBTUEAALGPC/xhBQAAACBjSFJNAAB6JgAAgIQAAPoAAACA6AAAdTAAAOpgAAA6mAAAF3CculE8AAAAAmJLR0QA/4ePzL8AAAAJcEhZcwAADsQAAA7EAZUrDhsAAAAHdElNRQfoBgsUIhdRzImlAAACIElEQVRYw7WX0ZWbMBBFr/akAE5KUDogKYESfLaDsB3gGrQd4HRgtgNcQnAHpIQ1HUw+YEFggbRGK36k8ZvRG83ogZWgco5ceafjALwBmozf8gagUl54Bs50QMIvND/lH4th4erBU3Mkp+NMR8J3El4mv9C4vhGHvWePKLkhUKMFQUAww8yQ9TNB4EZprRqSaWU/c9xgMeM8RUjX8etxt5547D377M7tSSVUfT1UCtRDYVr+jjXSJKMd4CKds/ZL3MIiV0782cCvxN3st2jsPftEyO2JZzkNywzkMjpPhDLgYrm1K3yWuEVEoCHdwK/F3Ro72atUmdm6xj1i5DZr8tp5dSraYVZsXrGKZttCjnxc9/C4gRf8QfYUlgzUcxGIm9s36+RTjisVPQOog6fDMk4eyw/gPTSuKtEOcyUnJ/xB9vKqjCrkFVSFkesX5jbWIVsK+2DXCBWGkpv9srnDpcj8d/SdpfmodXjcwJ7exZ6SnIrD1+Y2QQ3i3CZH+ne2Rz6KpT/53IJGyD8bN/Co97Jvl98X8XOzq+LWunpUHS02up+0Fs6nZqW9dsd9+Kg/xX6lq9e7Pkpu9sT92rht1XuGM1sWMm6zjb1xqagdj5vlDvaY3pd67bDj5DaB3Vp3p1IrZDxqRk5t/3UIjRvY0zvY+79AYuXWV9XQ0gu5tRUJhmawJxtk9YgrHJ6GkmrSsfC4gce8iz3pvF+XMhQzt/8Ba5oVPYg7XwAAACJ0RVh0Y29tbWVudABSZW5kZXJlZCBieSBRdWlja0xhVGVYLmNvbSBJ0LYAAAAldEVYdGRhdGU6Y3JlYXRlADIwMjQtMDYtMTFUMjA6MzQ6MjMrMDk6MDCbjfSPAAAAJXRFWHRkYXRlOm1vZGlmeQAyMDI0LTA2LTExVDIwOjM0OjIzKzA5OjAw6tBMMwAAAABJRU5ErkJggg==)

Стоит отметить, что TF считается для токенов документа, тогда как IDF – токенов всего корпуса. Итак, у нас имеется 2 документа, в каждом из которых оказалось по 4 слова. В этом случае вычисления будут следующими:

![Таблица с вычисленными значениями TF, IDF и TF-IDF для двух документов](data:image/png;base64,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)Вычисления [TF-IDF](https://python-school.ru/wiki/tf-idf/)

В результате получили для 1-го документа такие важные слова, как “Пес” и “пень”, для 2-го — “Кот” и “ель”. В [TF-IDF](https://python-school.ru/wiki/tf-idf/) редкие слова и слова, которые встречаются во всех документах, несут мало информации. Кроме того, IDF можно считать и другими способами, например, в Python-библиотеке [Scikit-learn](https://python-school.ru/wiki/scikit-learn/" \t "_blank) этот параметр гибко [регулируется](https://scikit-learn.org/stable/modules/generated/sklearn.feature_extraction.text.TfidfVectorizer.html).

4. Word Embeddings

Все вышерассмотренные [NLP](https://python-school.ru/wiki/nlp/)-методы отличаются следующими недостатками:

* не зависят от контекста – например, оба анализируемых предложения отражают примерно одно и то же: “что-то куда-то село”;
* не учитывают порядок слов в предложении;
* обладают высокой размерностью в случае большого словаря, что может снизить производительность модели глубокого обучения ([Deep Learning](https://python-school.ru/wiki/deep-learning/" \t "_blank)).

На практике все чаще используется word embeddings – векторное представление слов. Векторы можно складывать, вычитать, сравнивать. Например, можно ли сложить слова “Король” и “Женщина”? Можно предположить, что будет “Королева”. А можно ли сравнить близость слов “мужчина”, “мальчик”, “девочка”? Напрашивается, что “мужчина” и “мальчик” стоят ближе друг к другу. На изображении показано, как это выглядит графически:

![Прямоугольная система координат со словами в качестве точек](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAUEAAACwBAMAAABjmcEKAAAAKlBMVEVHcEwAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAHrpZrAAAADXRSTlMAz/HkSQ14HmEzv6iR30tSCAAABURJREFUeNrt2d9LW1ccAPBvzE1yr7lCUn8l0oJxaNbaQvSqMc7BVV9GZHCJkzBr4LayjqmFqA8Ft0GiDwP14ZqssBYGYabo1hZCa5xQH4JiGdWHgNrtYfd/2blqWbf5YNPr/Arf78N5EfTj93zPOd97DgAFBQUFhdmRww60v8YurNCxC+/qKnKhrheRl6F+A3khVkh7H+MW9iaKMzLyQixiX8skJCEJSUhCEpKQhCQkIQlJSEISkpCEJCTh/yGM6boLuVDhLoBQbEn0Sl7MwtFoqB/mMQtDsNsPY5iFPvflXmkfq3ASeFcQ7vVDGqnQtgOcayfahldoX2bCm5LaK31IZwoJSUhCEpKQhG9H0qeeqdCeK3+/P2D3Rp+csbBPea/fPBmHxYGGjuHWvOVWN3htRa89Z7LQA9M+bWkvU6JwzhjCkBz0WKonEl5n0WvVzBWuB6CGay+9UMeOhIOCxyLzOW9P0Zs0eZZ11RGAbOnCMACnhGH6mseica6qULGyyWTharvggvVTCa/onSfWYYoxd5V1I4dutehNKybX4c6pc+iBT7UT1rJQw4RrjiajDt1Q9DoLJgsH5NPW4QpYZbaqrFKXRfv7Q/XWtQQTLn40MrHVDVVM6PCbLBSC7K+eMod9CvtvrPGwRQv998cW7Uz2w3eJp/proyIM4Q8ulEIPTHzFVpUhbD3hIOKUcxeugP1XlsMyJWx50I6yc2A5VFkdzgKrww2UwqcNzQpbVVXw0KKxbZD6QxJeECG/D1CJW9gMwge4hUuK/blFKw+r2YHvc06ZteALcMfxUwce4QvZMiuqkc8C2SRnCJ1MOO7c/jGORriam0gLrnloy3oOhT2HORzsxSPMt99Jg38dNhsOuOC0zFrwGalJqHyGR5hbrU3DWqPjanYDtpZk1oKzWbYmrIiEYVcaenNiIcuOSafMWnA2y2XyCb36uQkjahpiiZSSZV/RTrnKEI7zLTsuXGdK5DSN43kKbaPYz2XRi11IvQ0JSfiO8W0BxN/NEl7R9XrzhQGwmiasAsF84eTP8NDPt9aCJGXGAV5CY8T4+B4rWShU5mGrw0zhAvzmn7y/C0HujdDWdXRNVZowIr/iH6U0E4UD0O6POl68JRTrjq6pShPOQWxI5ky8XZgsf5Dxi77HhvC2tPzq88bI4vE1VWnC2273lGZqHfK7CX9SmYdGI4dr010HMe/xNVVpwnkQymXezFl2SHH/nO0xHzgUAjTGCsfXVKUJp7RR+6OUmbMMv4B/qGu2RxbYLNcaQiV8dE1VmpC7tAxbnUjPFDGB9dQ7fukUnmlIhW9eOnu+w9o5GC+dMNINdS0yd6lNVPvYiEtovHRywSH1T8FvTSRFdY2NuITGGe5McLUHsO6wzYpfNrIRl9B46RySHcEAvORbnosNGTaiq8MUy2E1y+GkNiV+EWIjtrUs1HC1Q+oTwZ9SNkV1jo3I9kPjpXOkW5n2yaIvuataFnzJAn1JkZCEJCQhCUl4muB0PYNcGOCRCwUmFFsSMclje95pq7dv15cnZn1xZDkcjYYikBLzU/cNYSp6dbiASejiMyHYjUCfVRO3DeGGLf51DpGQz/EZn/tyTLpeofD5/eHtvX3YrMMkdKp8Jgj3IjAwpdkLI+7t+lG+mscknI3zmZ1oGxN+k5/SgM3ywCeZIURCXm+48cdNSY1JzWwtgyHkqpdW2hAJ2Wa4hno/xC+kzoGEJCQhCUlIQhKSkIQkJCEJL4ZQRi9sULELZ86EaKawTP8n8a6OMK7jXnX/ziG+mMEOBPTAM9oPKShKjb8A7ZFkGRjmc1QAAAAASUVORK5CYII=)Векторное пространство слов

В этом примере на одной стороне животные, на другой люди. Со стороны животных возможен переход от домашних к диким или от псовых к кошачьим. Со стороны людей возможен переход по полу и возрасту. Именно так и работают word embeddings, представляя слова (токены) в векторы.  
Самой распространенной реализацией векторного представления слов является **Word2vec**. Архитектура Word2vec подразделяется на два вида — Skip-gram и Continuous Bag of Words (CBOW).  
Skip-gram получает на вход одно слово и предсказывает подходящий контекст. Например, предсказываем контекст к слову “Пес”, он может выглядеть так:

[сел]

[сел на]

[пень]

[сел на пень]

...

В свою очередь, CBOW пытается угадать слово, исходя из контекста. Например, следующее слово в предложении “Кот сел на […]” может быть следующим:

[ель]

[стул]

[пень]

...

Контекст для word embeddings является очень важным. Юридические документы отличаются от комментариев в социальных сетях, поэтому и результат может быть разным.